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who follow Iranian elites on Twitter. After accounting for alternative explanations, the results
show that Principlist (conservative) users and those supportive of the Iranian government are
significantly more likely to be suspended. Further analyses uncover the types of discussions
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1 Introduction

Today, private social media companies play a crucial role in moderating freedom of speech

(Balkin, 2017; Gillespie, 2018). People around the world increasingly rely on social media to

consume news (Shearer and Mitchell, 2021), learn and talk about politics (Barberá et al., 2019),

and coordinate political actions (González-Bailón et al., 2011). Despite many initial positive

views about the role of social media for enhancing more inclusive, equal and free political

conversations, the platforms are increasingly suspending accounts (a phenomenon commonly

known as “deplatforming”) to address concerns about incivility, hateful behaviors, bots, mis-

information, rumors, and conspiracies (DeNardis and Hackl, 2015; Bay and Fredheim, 2019;

Bastos, 2021). In addition, in recent years many have claimed that widely-used platforms such

as Facebook, YouTube and Twitter suspend accounts for political reasons, allegedly targeting

conservatives in US politics (Davalos and Brody, 2020) as well as voices supportive of govern-

ments involved in a geopolitical rivalry with the West, such as China, Russia, Venezuela and

Iran (O’Sullivan and Moshtaghian, 2020; Cartwright, 2020). Studying the potential suspen-

sion biases on social media and their effects on politically-relevant conversations is crucial for

theorizing and assessing the role of social media platforms in moderating online speech.

This study focuses on the geopolitical aspect of social media suspensions. Social media

platforms are currently at the center of many geopolitical disputes (Cartwright, 2020; Gray,

2021), yet, we lack a clear understanding of the conditions under which platforms can shape

the conversation about politics at home and abroad. Several studies have explored how gov-

ernments leverage social media to constrain political speech at home, such as China (King,

Pan, and Roberts, 2013, 2014) and Saudi Arabia (Pan and Siegel, 2020). Some other schol-

ars have researched the ways in which non-Western governments (e.g. Russia) leverage social

media communications to influence public opinion abroad (Golovchenko et al., 2020; Lukito,

2020). Other works have discussed how non-Western countries (e.g. China) can leverage
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state-controlled platforms (e.g. TikTok) for foreign surveillance (Gray, 2021). However, little

is known about how social media platforms can advance the interests of Western governments.

For example, in a recent review of digital repression tools, Earl, Maher, and Pan (2022) argue

that “although autocrats certainly draw on many forms of digital repression, our review clearly

shows that democracies engage in almost all forms of digital repression too” (p.9). The United

States is of particular relevance in this context, as some of the most popular and globally used

social media platforms are based in the country.

Governments can leverage social media for various geopolitical purposes, such as conduct-

ing foreign surveillance (Gray, 2021), promoting their own narratives (Golovchenko et al.,

2020; Barrie and Siegel, 2021; Stukal et al., 2022), and suppressing opposing viewpoints

(Golovchenko, 2022). In this way, social media can serve as a powerful tool for governments

to advance their geopolitical interests. This study focuses on the latter, and discusses how the

US may condition US-based social media platforms to deplatform opposing geopolitical views.

In particular, the study looks at suspensions of users interested in the politics of a geopolitical

rival of the US, namely Iran, on a US-based platform, Twitter. The relationship between Iran

and the US is of particular relevance because it has been a significant focus of geopolitical

conflict for many years and has implications for many other relevant countries such as Russia,

China, and the UK. Although Twitter is blocked in Iran, millions of Iranian citizens, including

members of Parliament and top government officials, use VPNs and other methods to access

and actively use the platform, where they frequently discuss political topics. While it may not

be the most popular platform in the country, Twitter remains a crucial platform for political

discourse in Iran, see Hashemi, Wilson, and Sanhueza (2022).

When a social media platform with a global reach is based in a particular country, that

government can potentially use the legal system to condition the platform to implement certain

content moderation policies with the goal of shaping political conversations abroad – and/or

shape conversations of geopolitical interest (Crasnic, Kalyanpur, and Newman, 2017; Balkin,
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2017; Cartwright, 2020; Golovchenko, 2022). The US government maintains a list of individ-

uals and organizations (SDN: the Specially Designated Nationals And Blocked Persons List)

whose assets are blocked, and, by law, US citizens and organizations are prohibited from deal-

ing with. Several Iranian individuals, many of whom being state officials, and organizations

are on the SDN list, including the Islamic Revolutionary Guard Corps (IRGC) – the official

military organization in charge of defending Iran’s territorial borders. On January 3, 2020, a

US drone strike killed General Qassem Soleimani, the commander of Irans Quds Force, an elite

branch of the IRGC. According to a Meta spokesperson, in order to comply with US sanction

laws, Instagram and Facebook suspended accounts of users that condemned the assassination

or simply covered the story (O’Sullivan and Moshtaghian, 2020): “we operate under US sanc-

tions laws, including those related to the US government’s designation of the IRGC and its

leadership”. While these companies often release reports on the suspension of user accounts

for their involvement in state-backed information campaigns (e.g. Twitter),1 there is limited

(transparent) information available on the scope of these account suspensions and their overall

impact on political discussions related to Iran on the platform.

In March 2020, I identified 601,940 users who followed Iranian elites on Twitter, and for a

six-month period, periodically collected the messages they posted in the platform and checked

whether they had been suspended. Most of the accounts remained active after the period of

analysis, yet many were (at least temporarily) suspended (N=3,737). I use state-of-the-art

1Until 2022, Twitter made recurrent public statements regarding sets of accounts the company suspended for
being involved in covert information operations. For example, in this statement from 2019 they reported a set of
accounts they suspended for being allegedly coordinated by the Iranian government “to support the diplomatic and
geostrategic views of the Iranian state”: https://blog.twitter.com/en_us/topics/company/2019/information-
ops-on-twitter. They made datasets with account- and tweet-level information for the suspended accounts avail-
able to the research community: https://transparency.twitter.com/en/reports/moderation-research.html.
However, it is hard to tell exactly how these datasets were curated, and how the suspended accounts compare to
others they could have suspended but did not. These publicly-available datasets are restricted to accounts suspended
for being linked to state-backed operations, and little is known regarding suspension of ordinary users. Moreover,
since 2022, Twitter decided to only share future data with a closed consortium of researchers, making it even harder
for researchers at large to independently analyze the political determinants and effects of their content moderation
policy.

3

https://blog.twitter.com/en_us/topics/company/2019/information-ops-on-twitter
https://blog.twitter.com/en_us/topics/company/2019/information-ops-on-twitter
https://transparency.twitter.com/en/reports/moderation-research.html


computational methods to assess potential ideological differences between the active and sus-

pended users (after controlling for several confounders), and explore the types of conversations

that in turn were to some extent repressed vs. amplified as a result of such suspensions. As

one would expect, the results show many toxic behaviors (e.g. using hateful language, spread-

ing misinformation, and bot-like behavior) to be predictive of suspension. More importantly,

conservative users and those supportive of the Iranian government are also more likely to be

suspended. An analysis of the content more often discussed by non-suspended (v. suspended)

users reveals that accounts engaging with more progressive discussions (e.g. criticizing certain

actions and policies of the Iranian government) and networks (e.g. private media) are sus-

pended at lower rates, whereas accounts criticizing the killing of General Soleimani and asking

for a stronger position of Iran in the international arena are suspended at higher rates.

Unfortunately the nature of the data does not allow to clearly isolate the exact mechanism

at play. Anecdotal evidence, such as the above-mentioned statement by a Meta spokesperson

(O’Sullivan and Moshtaghian, 2020), or Facebook’s Community Standards,2 point to US-

based platforms indeed suspending some Iranian accounts in compliance of US sanction laws.

However, it is hard to disentangle whether companies do so based on their own interpretation of

these legal prerogatives (using Balkin (2017)’s words, they rather “err on the side of caution”),

or whether the US government pushes the platforms to interpret the sanctions as also affecting

those praising or engaging (in any way) with sanctioned individuals/organizations on social

media. In addition, other behaviors could potentially (at least partially) account for the

ideological suspension biases observed in this study. For example, human moderators working

for US-based platforms may be less lenient towards particular content (Bergman and Diab,

2022), biasing in turn the content moderation algorithms from these platforms.3

2https://transparency.fb.com/en-gb/policies/community-standards/dangerous-individuals-

organizations/
3For example, Facebook’s Oversight Board has been recently discussing the conditions under which mes-

sages containing the term “shaheed”, martyr, should be moderated: https://www.oversightboard.com/news/

1299903163922108-oversight-board-announces-a-review-of-meta-s-approach-to-the-term-shaheed/
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The contribution of the study is four-fold. First, it contributes to the literature on social

media and political content moderation by discussing potential geopolitical motivations and

strategies behind existing moderation practices. Second, it contributes to the literature on

social media, public diplomacy, geopolitics, and digital repression, by emphasizing that all

countries – non-Western countries such as Russia and China, but also Western ones such as

the US – can (to a different extent) use or condition social media platforms for their geopolitical

interests. Third, the study puts forward a research design and a set of computational techniques

that can foster further explorations of the determinants and consequences of political content

moderation on social media. Finally, the study concludes with empirical evidence on suspension

patterns in the Iranian Twittersphere and how these shape politically-relevant discussions on

the platform.

2 The Geopolitics of Deplatforming

Governments pursue various forms of foreign policy and public diplomacy in order to safeguard

and promote their interests both domestically and internationally (Baldwin, 2000; Gregory,

2008). With the growing influence of social media in politics, online platforms have become a

key arena for geopolitical competition (Cartwright, 2020; Gray, 2021).

There are numerous ways in which social media can be utilized to advance a nations geopo-

litical interests. These can generally be divided into three categories. One way is for govern-

ments to promote favorable geopolitical narratives (Miskimmon, O’loughlin, and Roselle, 2014)

on these platforms. These narratives can seek to discredit the narratives of other geopolit-

ical actors, or to promote the nation’s views. Sometimes these strategies seek to influence

foreign audiences: e.g. Russian operations to undermine democratic processes in Western

countries (Golovchenko et al., 2020; Lukito, 2020). Since Hillary Clinton’s tenure as Secretary

of State, the US has also made numerous efforts through public diplomacy on social media
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to promote liberal values in different countries (Tsvetkova et al., 2020). In 2022 for example,

Twitter and Facebook identified several bogus accounts, allegedly run by the US military,4 that

“consistently advanced narratives promoting the interests of the United States and its allies

while opposing countries including Russia, China, and Iran” (Graphika and Stanford Inter-

net Observatory, 2022). On other occasions, information campaigns seek to shape geopolitical

narratives within a country. For example, research has shown that the Kremlin, either through

accounts from state-owned media (Golovchenko, 2020) or through bots and trolls controlled

by the Russian Internet Research Agency (IRA) (Stukal et al., 2022), uses social media to

influence national debates on international issues such as Crimea (Golovchenko, 2020). Barrie

and Siegel (2021) also find that accounts coordinated by the Saudi government often message

about international politics (e.g. discussions around Qatar and Iran), and that local audiences

engage with these messages at substantive rates.

Governments can also use social media platforms for surveillance. Research shows that

governments sometimes track social media communications to silence dissenting voices at home

(Pan and Siegel, 2020). The events in recent years regarding TikTok operations in the US

illustrate concerns regarding the use of social media for foreign surveillance. TikTok, developed

by the Chinese company ByteDance Ltd (although currently based in the Cayman Islands),

is today used by millions of US citizens, particularly younger publics (e.g. 67% of teens

between 13-17).5 Since the 2017 China’s National Intelligence Law – which states that all

organizations and citizens have to cooperate with national intelligence efforts – there are

growing concerns among US officials regarding the possibility that TikTok may share private

information from US citizens with the Chinese Communist Party (CCP), including information

from top government employees and family members who may be on the platform (Gray, 2021).

In a letter to the Director of National Intelligence, Senators Schumer and Cotton stated that

4https://www.washingtonpost.com/national-security/2022/09/19/pentagon-psychological-

operations-facebook-twitter/
5https://www.pewresearch.org/internet/2022/08/10/teens-social-media-and-technology-2022/
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“TikTok is a potential counterintelligence threat we cannot ignore” (Schumer and Cotton,

2019, p.1), and TikTok’s CEO, Shou Zi Chew, had to testify in front of the House Energy and

Committee about “TikToks potential threats to data privacy, national security, and childrens

online safety” (Busch, 2023, p.1).

Finally, governments can also leverage social media for their geopolitical interests by sup-

pressing voices on the platforms. The particular strategy will highly depend on whether the

platform is based within or outside of the country taking action (Cartwright, 2020) – and

so whether a government has any power to regulate its activity. When this is not the case,

governments often need to turn to drastic tactics in order to avoid the dissemination of op-

posing (geo)political views. For example, access to several Western social media platforms

including Twitter is restricted in countries such as China, Russia, and Iran. VKontakte and

other platforms controlled by the Russian government are banned in Ukraine (Golovchenko,

2022).

However, a government can leverage the legal system to condition the content moderation

policy of platforms based in the country. For example, in this context, in March 2022 the

Kremlin passed new legislation to ban and prevent the spread of “fake” news critical of the

Russian military operations abroad. Russian social media platforms such as VKontakte and

Odnoklasniki are expected to incorporate these directives into their content moderation policy.6

Around the same time, the Russian government also imposed international sanctions on many

top US officials, including President Biden.7

This study focuses on the last of the three strategies. It contributes to a better understand-

ing of the geopolitical role of social media by exploring how governments (the US) can advance

their geopolitical interests by conditioning content moderation policies (on Twitter) in a way

that undermine opposing geopolitical views abroad (Iran) – or about a geopolitical rival more

6(a) https://www.politico.eu/article/russia-expand-laws-criminalize-fake-news/;
(b) https://www.wired.co.uk/article/vk-russia-democracy

7https://edition.cnn.com/2022/03/15/politics/biden-us-officials-russia-sanctions/index.html
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generally, independently of the location of the users. Most existing work on the geopolitical

use of social media platforms focuses on non-Western countries such as Russia (Golovchenko

et al., 2020; Lukito, 2020; Stukal et al., 2022) and China (Cartwright, 2020; Gray, 2021), and

little is known about a world power such as the US, where most mainstream social media

companies such as Twitter, Facebook, or YouTube are based.

Through executive orders, the US government can pass international sanctions designat-

ing individuals and organizations to be added to the SDN list. In turn, the assets of these

individuals/organizations are to be blocked, and US citizens or organizations are prohibited

from dealing with them. For example, US banks must freeze any account or money transfer

involving these individuals/organizations. Social media companies based in US soil are not

only expected to delete the accounts of those in the SDN list, but also to suspend any account

who engage with these users (O’Sullivan and Moshtaghian, 2020) – although it is often unclear

what constitutes a form of relevant engagement. This is a good reflection of what Balkin

(2017) describers as the “new school of speech regulation”. Contrary to the “old” model,

where governments were directly involved, mostly through their judiciary branch, in censoring

publishers and speakers, in this “new” public-private model, governments “seek to coax the

infrastructure provider into helping the state in various ways” (Balkin, 2017, p.1179). This is

also a good example of what, in the context of digital repression, Earl, Maher, and Pan (2022)

describe as “information channeling”: through international sanctions, governments can condi-

tion platforms and users to behave in their preferred way. It can also be seen as “information

coercion” (Earl, Maher, and Pan, 2022), if the companies indeed act accordingly and take

down accounts seen as undesirable, limiting access and information available on the platforms.

This new speech regulation paradigm raises many normative and democratic concerns. For

example, as Balkin (2017) points out, from a First Amendment perspective, it raises many

legal concerns, as the “enforcement of community norms [by e.g. social media companies] often

lacks notice, due process, and transparency” (p.1997). In addition, it also promotes “collateral
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censorship”, as companies rather err on the side of caution and suspend accounts who could be

potentially violating a government mandate, even if they are not certain. Anecdotal evidence

suggests that this can sometimes be the case. For example, right after the killing of General

Qassem Soleimani by a US-drone strike, the International Federation of Journalists reported

that the Instagram accounts of at least 15 Iranian journalists covering the event (and their

posts) had been suspended (IFJ, 2020).

Based on the aforementioned information regarding how US sanction laws can condition

the content moderation policies of social media platforms based in the US, I expect the political

views of the users in the study to be predictive of suspension. First, I measure the ideology of

the users who follow Iranian elites on Twitter in a reformist-principlist (left-right) continuum.

Principlist and reformists are the two main ideological groups in Iranian politics. Principlists

hold more conservative views and support a stronger foreign policy in regards to Western

countries, whereas reformists hold more progressive views and are more open to negotiate

with Western countries. In addition, I also measure how supportive the Twitter users in the

sample are of the Iranian government. I put forward the following two hypotheses.

H1 Higher principlist (conservative) scores will be predictive of suspension.

H2 Higher levels of support for the Iranian government will be predictive of suspension.

3 Controlling for Other Predictors of Suspension

The content moderation policies of social media platforms such as Twitter consider many

additional behaviors that can lead to the removal of an account. These confounders need to be

taken into account in order to accurately explore any potential ideological bias in the suspension

of accounts that follow Iranian elites on Twitter. As elaborated below, it is of particular

relevance to control for the use of hateful language, the dissemination of misinformation,

automatic accounts (bots), as well as coordinated behavior.
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Numerous studies find mainstream social media platforms to often facilitate the dissemina-

tion of uncivil and hateful content. Theocharis et al. (2020) found 18% of tweets mentioning

members of the US Congress in 2017-2018 to contain uncivil language, and Siegel et al. (2021)

found about 1% of tweets mentioning Trump and Clinton in 2016 to contain extreme hate

speech. There is also a growing concern regarding the spread of false information on major

social media platforms, which for example accounted for 6% (Grinberg et al., 2019) and 8.5%

(Guess, Nagler, and Tucker, 2019) of the news consumption on Twitter and Facebook, respec-

tively, during the 2016 US election. Some have also documented that certain political actors

(e.g. Russian Internet Research Agency, IRA) have deployed automated bots and manually-

controlled social media operations to pursue their political goals (Stukal et al., 2022). Research

documenting the US-election-interference efforts from IRA also shows a high level of coordi-

nation among their accounts: posting similar messages and on the same topics (Green, 2018;

Lukito, 2020).

Social media platforms have responded to these threats by implementing a wide range of

moderation policies, and removing content and accounts. For example, the Twitter Rules8

state that accounts can be suspended for engaging in violence and extremism, hateful con-

duct, platform manipulation and spam, undermining civic integrity, and using synthetic and

manipulated media.

According to the growing body of research on political content moderation by social me-

dia companies, these types of ‘toxic’ behaviors have been found to be reliable predictors of

suspension. In a study of Twitter users messaging about the 2020 US presidential election,

Chowdhury et al. (2021) find suspended users (2% of 21 million) to be twice as likely to post

offensive tweets and use hate speech, and more likely to share news from fake news websites.

In another study tracking Twitter users during the same election cycle, Yang et al. (2022) find

suspended users (4% of 9,000 partisan users) to share fake news at higher rates. In a recent

8Consulted on August 22nd, 2022: https://help.twitter.com/en/rules-and-policies/twitter-rules
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study on shadowbanning on Twitter in the US, Jaidka, Mukerjee, and Lelkes (2023) find that

bot-like behavior, offensive language, and political engagement were predictive of messages

being downgraded by the platform. In a study of Twitter users who posted messages about

the 2017 French, UK, and German elections, Majo-Vazquez et al. (2021) find suspended users

(5% of 4.5 million) to be more likely to be coordinated, use hateful language, and share news

in general, although not necessarily from fake news websites.

4 Data and Methods

There are many challenges to the study of deplatforming biases (Rogers, 2020). First, some

platforms (e.g. Facebook) do not allow independent researchers to collect and analyze user-level

data for ordinary users, making it impossible to study deplatforming beyond the suspension of

a few salient users/groups. Second, even when looking at platforms that do allow for the study

of ordinary accounts (e.g. Twitter), suspensions are likely to be rare, and so a large sample

of interest needs to be drawn in order to be able to detect meaningful variations. In addition,

behavioral traces for the users of interest need to be collected in a continuous fashion, as data

becomes unavailable when a given user is suspended. Finally, accounts may be suspended for

many reasons, such as those described in the previous section. Hence, researchers interested in

exploring potential political suspension biases need to find ways to control for many additional

confounders.

4.1 Sampling

The study relies on a sample of politically-interested users to assess the effect of deplatforming

on political conversations related to Iranian politics on Twitter.

There are different approaches to building such sample, each with their strengths and

weaknesses. Some studies rely on a pre-defined set of politically-relevant hashtags/keywords to
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identify a sample of interest (e.g. Jost et al. (2018); Casas and Webb Williams (2018)). This is

particularly useful when aiming to study a clearly defined set of users (e.g. those engaging with

a particular protest movement). However, this approach is not necessarily useful when aiming

at identifying a broader population of users who engage in a constantly-changing set of political

topics that is unknown ex ante. A second option could have been to track all users messaging

in a given language (e.g. Farsi, (Hashemi, Wilson, and Sanhueza, 2022)). However, this would

have yielded large numbers of non politically-interested users, exponentially complicating an

already arduous process of data collection, processing and analysis. In addition, users who

follow and engage in Iranian politics may also post in other languages (e.g. Arabic, English,

etc.).

In the end, I opted for a network-based procedure similar to Barberá et al. (2019) and

looked for users who follow Iranian elites on Twitter. First, I identified the accounts of a

group of elites: the Iranian Supreme Leader (Ayatollah Khamenei), all members of Iran’s

10th Parliament (N = 136), cabinet members of the Rouhani administration (N = 20), and

state-owned as well as independent Iranian news media outlets (N = 19), for a total of 176

elite accounts.9 Then, I pulled the list of followers for each of these elite accounts (a total of

2,410,543 unique followers). To make sure these followers were indeed interested in politics, I

sampled users that followed at least 3 of the 176 elite accounts for the analysis (601,940 users

in total).

A clear advantage of this procedure is that it yielded a large (yet manageable) sample

of users who are interested in Iranian politics, independently of their language, and their

political topics of interests. As key limitation, although some elite private media accounts

that are sometimes critical of the government were included, most of the seed accounts were

government elites. In turn, the resulting sample is likely to be biased towards having more

9Twitter handles were collected for 179 elites, but 3 of them were excluded because they were protected and some
crucial information, such as their followers, could not be gathered.
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pro-(Iranian)government users than the average user of interest in this study. However, I argue

that this actually means that the hypotheses will be submitted to a hard test: there will be

fewer chances to compare suspensions among staunch critics of the government (which are

expected to be suspended at lower rates) vs clear government supporters (which are expected

to be suspended at higher rates), and will have to rely more heavily in comparing moderate

opponents/supporters, to more clear and outspoken supporters. That being said, as subse-

quent analyses show, many accounts in the sample openly voice (hard) criticism towards the

government, for example, by demanding to stop the imprisonment and execution of dissidents.

4.2 Data collection

I tracked the users in the sample between March 11th and September 10th, 2020, collecting all

the tweets they published in 2020 (a total of 65,120,890), as well as information about which

accounts became inactive (N = 7, 088) and when. On October 22nd 2020, the inactive accounts

were manually checked for whether they had been: (a) deleted (N = 3, 351), (b) suspended

(N = 2, 491), or (c) were active again (N = 1, 246, temporary suspensions).10 The deleted

accounts are not included in the analysis as it is unclear whether they had been suspended by

Twitter or by the users themselves. In addition, given that the study focuses on suspensions

that took place in 2020, users who did not tweet in 2020 are excluded, for a final analytical

sample of 2,151 suspended and 168,936 non-suspended users (171,087 in total).

4.3 Ideology

The main objective is to assess ideological biases in the suspension of these Twitter accounts.

Two key ideological dimensions in Iranian politics are used for this purpose: where do users

10This was a very straightforward task. The message provided by Twitter when trying to access suspended/deleted
profiles was very clear regarding whether the profile had been suspended by the platform, or deleted (which I do
not know if it was done by the platform or the user). An account was determined to have been only temporarily
suspended if it was back to being active, and so the timeline was visible.
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fall in the left-right (Reformist-Principlist) spectrum, and how supportive of the Iranian gov-

ernment the users are (which claims to not align with the stances of the different Reformist-

Principlist factions in the Parliament).

To measure the ideology of the users in the Reformist-Principlist spectrum, I adapted to the

Iranian context a validated and widely used method (Correspondance Analysis) for measuring

the ideology of elite and ordinary Twitter users in a single left-right dimension (Barbera et al.,

2015), and use these user-level ideology scores to test H1. The model has been validated and

found to produce accurate ideology estimates for Twitter users in the US context. Further

details regarding the validation of the method in the Iranian context are available in Appendix

A, which shows that the resulting ideology scores do a good job at distinguishing between

known left-leaning (Reformist) and right-leaning (Principlist) elite accounts in the dataset

(members of the 10th Parliament).

A text-based machine learning method is used to measure the extent to which the accounts

were supportive of the Iranian government. I trained a binary BERT multilingual model

to distinguish political from non-political tweets, and then another binary BERT multilin-

gual model to distinguish between political messages that expressed support for the Iranian

government from messages that expressed criticism of the government. Finally, these model

predictions are used to generate two user-level variables, namely, the amount of political tweets

sent in 2020, and the average predicted support for the Iranian government expressed in the

politically-relevant tweets (average probability between 0-1). The latter is used to test H2.

Table 1 shows the performance of these models (Political and Pro-IranGov), based on

five-fold cross-validation on an untouched held-out validation set. The Labeled column indi-

cates how many tweets were manually annotated to train and validate the classifiers, and the

Negative and Positive columns indicate the percentage of the annotated messages that were

coded as (not) being political, and as (not) being in favor of the government.11 The Epochs

11Note that, as recommended when training classifiers for unbalanced classes, I used an active learning approach
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column indicates the number of training/fine-tuning iterations for these classifiers. Finally, the

remaining columns provide information about common performance metrics used in machine

learning: Accuracy, Precision, Recall and F1-Score.

The classifiers are highly precise as they correctly predict political and pro-Iranian-Government

messages about >80% of the time, and they also do a good job at detecting most of the political

and pro-Iranian-Government messages in the dataset (83% and around 77% recall). Appendix

C provides further information about the manual annotation of the training dataset, as well

as the training of the BERT models.12

Table 1: Cross-validated out-of-sample performance of 3 BERT-multilingual models predicting political, hateful,
and pro-Iranian-government tweets.

Labeled Negative Positive Epochs Accuracy Precision Recall F1-Score
Political 2,893 56% 44% 7 83% 81% 83% 82%
Hateful 1,998 79% 21% 2 88% 76% 66% 70%

Pro-IranGov 1,294 50% 50% 4 81% 77% 77% 76%

4.4 Controls

4.4.1 Hateful content

I fine-tuned another BERT multilingual model to build a binary text classifier predicting

whether a message used hateful language. The model is used to create a user-level variable

measuring the number of hateful tweets sent by each user in 2020. Table 1 also reports the

performance of this machine learning classifier. The model is able to capture 2/3 of the hateful

messages in the dataset (about 66% recall), and it correctly predicts hateful tweets 76% of the

time. Appendix C also provides further details about the training of this BERT model.13

(Miller, Linder, and Mebane, 2020) to determine the sample of messages to be annotated. In turn, the Negative and
Positive percentages in Table 1 are not a reflection of the overall presence of these types of messages in the dataset.

12The inter-rater reliability for the two coders involved in the annotation was 0.89 and 0.83 (Cohen’s Kappa) for
the political and pro-Iranian-government task, respectively.

13The inter-rater reliability for the two coders involved in the annotation was 0.72 (Cohen’s Kappa).
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4.4.2 Coordination and Bots

Building on the premise that coordinated accounts post/share very similar (if not the same)

content (Green, 2018; Lukito, 2020), I developed a four-step protocol to measure the similarity

between the content (tweet text) posted by all possible pairs of users (see details in Appendix

E), and created a user-level variable that ranges between 0 and 1 to measure the average

content similarity (and so likely coordination) between a given user and all the others users in

the dataset.

In addition, I controlled for automation of accounts in the dataset. Unfortunately, widely

used off-the-shelf tools for bot detection (e.g. Botometer) have been recently shown to under-

perform, particularly in non-English contexts (Rauchfleisch and Kaiser, 2020). Hence, rather

than using an off-the-shelf bot-detection model, in the analysis I include a set of user-level con-

trols that previous studies have found to be effective at distinguishing bot v. human accounts.

In particular, I include a set of user-level variables that Bastos and Mercea (2019), Majo-

Vazquez et al. (2021) and/or Stukal et al. (2022) have found to be predictive of an account

being a bot : number of tweets sent by the user, average daily tweets sent by the user since

the creation of the account, the ratio of the number of followers over the number of friends,

and the proportion of tweets sent in 2020 that are retweets. I also include a set of variables

that this previous literature has found to be predictive of an account being human: number of

days since the creation of the account, the entropy of the software used for tweeting in 2020,

the proportion of tweets sent in 2020 that contain at least one #hashtag, the proportion that

are directed at another @user, and whether the user has sent at least one geo-located tweet.

And finally, one variable for which existing literature reports mix-findings, some showing that

is predictive of an account being a bot (Bastos and Mercea, 2019) and others finding that is

predictive of an account being a human (Stukal et al., 2022): whether a user has sent at least

one tweet through the web client API.
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4.4.3 Misinformation

Given that during the period of this research the platforms were mainly concerned about

the spread of misinformation related to COVID-19, in order to control for misinformation, I

focused on identifying users in the data that engaged in spreading misinformation on COVID-

19. In particular, I created a user-level variable to measure the number of tweets posted in

2020 that contained one or more hashtags from a set of hashtags that had been previously

identified as related to COVID-19 misinformation (see Appendix D for further details).

4.4.4 Additional Controls

Three additional controls are included in the analyses. First, a control accounting for the

possibility of verified accounts to be less likely to be suspended (as Twitter may want to

avoid public controversies surrounding the suspension of salient accounts). Second, a control

accounting for the language used by the users in the dataset (Prop. of tweets in Farsi), as

automatic content moderation tools by Twitter may not perform equally well across languages.

Finally, a control for the amount of political messages posted by the users, as some previous

research finds higher suspension rates for accounts posting about politics (Chowdhury et al.,

2020).

5 Results

Figure 1 shows the number of cumulative suspensions detected among the 601,940 users tracked

in the study, a total of 3,737. Each dot corresponds to a moment in time when the accounts

were checked for whether they were still active. About 0.6% of the users were suspended

during the period of analysis, which represents a non-trivial amount. The clear linear trend in

Figure 1 suggests that Twitter assesses historical data and suspends accounts incrementally in

batches, and that a larger number of suspensions would have been found if the accounts had
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been tracked for a longer period of time.

Figure 1: Cumulative number of accounts that I tracked and were suspended during the period of analysis.
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Clear differences emerge already when simply comparing the suspended and non-suspended

users on many relevant descriptives (see Table 2). First, the top of Table 2 shows the results for

the variables that existing literature finds useful for distinguishing bot from human accounts

(Bastos and Mercea, 2019; Majo-Vazquez et al., 2021; Stukal et al., 2022). Most patterns

are consistent with this existing literature and suggest that some of the accounts were most

likely suspended for engaging in bot-like activity. On average, suspended users had been in

the platform for a shorter period of time (1,067 days v. 1,337 for non-suspended users), they

posted at a much higher rate in 2020 (1,514 tweets v. 396), a higher proportion of suspended

users were in the 90th percentile in terms of tweeting volume in 2020 (39% v. 10%), they had

sent a higher number of daily posts since the creation of the accounts (7.12 v. 1.32), they had

a larger number of followers compared to friends (111.7 follower/friend ratio v. 2.3), a lower
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Table 2: Descriptive statistics (with 95% confidence interval) for Suspended and Non-Suspended users. The gray
cells indicate statistically significant differences at the 0.05 level, based on t-tests.

Non-Suspended Suspended

Potential predictors of bot or human accounts

Avg. Number of days since account creation 1337 [1332-1342] 1067 [1023-1111]
Avg. daily posts 1.32 [1.28-1.35] 7.12 [6.36-7.87]
Avg. Follower/Friend ratio 2.3 [1.7-2.9] 111.7 [55.66-167.74]
Avg. Entropy of platform use 0.2 [0.19-0.2] 0.2 [0.19-0.22]
Prop. of Geo-enabled accounts 0.03 0.02
Avg. Proportion of tweets with a hashtag 0.21 [0.21-0.21] 0.23 [0.22-0.24]
Avg. Proportion of tweets at somebody 0.48 [0.47-0.48] 0.46 [0.45-0.47]
Avg. Proportion of retweets 0.23 [0.23-0.23] 0.27 [0.26-0.29]
Prop. using Twitter Web Client platform 0.04 0.02
Avg. Number of tweets (2020) 396 [390-402] 1514 [1421-1606]
Prop. in the 90th most active percentile (2020) 0.10 0.39

Other covariates of interest

Prop. of verified users 0.003 0.001
Avg. Number of political tweets (2020) 153 [151-156] 562 [522-603]
Avg. Prop. of political tweets (2020) 0.35 [0.35-0.35] 0.37 [0.36-0.38]
Avg. Number of hateful tweets (2020) 7 [7-7] 33 [30-36]
Avg. Prop. of hateful tweets (2020) 0.008 [0.008-0.008] 0.006 [0.005-0.008]
Avg. Number of Covid-Misinfo tweets (2020) 0 [0-0] 1 [1-2]
Avg. Coordination score {0-1} 0.947 [0.947-0.948] 0.974 [0.972-0.975]
Avg. Prop. tweets in Farsi (2020) 0.611 [0.609-0.613] 0.559 [0.542-0.575]
Avg. Prop. tweets if English (2020) 0.136 [0.135-0.138] 0.146 [0.135-0.157]
Avg. Prop. tweets in Arabic (2020) 0.07 [0.069-0.071] 0.112 [0.101-0.122]
Avg. Principlist (Conservative) score {0-1} 0.112 [0.111-0.112] 0.126 [0.122-0.13]
Avg. Prop. In favor of Iranian government {0-1} 0.429 [0.428-0.431] 0.49 [0.479-0.501]

proportion tweeted at least one geo-located message (2% v. 3%), they sent a lower proportion

of tweets at somebody (46% v. 48%), a higher proportion of retweets (27% v. 23%), and a

lower proportion sent at least one tweet using the Twitter Web Client platform (2% v. 4%).14

As one would expect, suspended users sent a larger number of tweets containing hateful

language in 2020 (33 v. 7). Although this is in part explained by the fact that they also sent

14There are only two findings regarding these potential predictors that are not consistent with existing research:
Stukal et al. (2022) found the proportion of tweets with hashtags to be predictive of human accounts (but I find
higher proportion among non-suspended users) and I do not find any difference between suspended and non-suspended
accounts in terms of the entropy of platforms used for posting messages.
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many more tweets: the average proportion of tweets that were hateful was actually similar for

both groups (between 6 and 8%, no statistically significant difference), which is to some extent

surprising. This could be a function of conducting simple bivariate analyses between accounts

that also differ on many additional dimensions. In a subsequent analysis (Figure 3), where

suspension are modeled as a function of all these covariates together in the same model, the

results show hateful tweets to be predictive of suspension. Table 2 also shows that suspended

users sent more tweets containing COVID-related misinformation hashtags (1 v. 0), and higher

coordination scores among suspended users (0.98 v. 0.95).

More importantly, these comparisons also reveal substantive ideological differences. The

last two rows of Table 2 show suspended users to be more ideologically conservative (H1) and to

be substantially more supportive of the Iranian government (H2). On average, for example 49%

of the political tweets posted by suspended users expressed support for the Iranian government,

compared to 43% for non-suspended users, and suspended users to be more conservative on

average (0.13 in a 0-1 index where higher values indicate higher conservatism; v. 0.11 for

non-suspended users).

Figure 2 shows these bivariate ideological differences in suspensions in more detail. Users

are clustered into different ideological bins (left-panel) and bins representing different levels

of support for the Iranian government (right-panel), with higher values, and so bars on the

right in each panel, indicating the rates for more conservative users, and higher support for

the government. When looking at the ideology measure, there is a suspension rate of 1.21% for

the least conservative (Principlist) users but a suspension rate of 3.06% and 8.7% for the most

conservative ones. Regarding the measure of support for the Iranian government, the lowest

rate is for the users who supported the government the least in their Twitter communications

(0.76% for those who were supportive in 0-25% of their political messages), compared to

suspensions rates that are more than twice as large (> 1.63%) for those who supported the

government in more than 25% of their political tweets.

20



Figure 2: Percentage of suspended users by their ideology, and by how supportive they are of the Iranian government
in their tweets.
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Figure 3 provides more stringent evidence for these differences, which shows the results

of a multivariate logistic regression predicting suspensions. Skewed variables have been log-

transformed (see distribution of all numeric/continuous variables in Appendix B), but the key

findings remain the same when not applying these non-linear transformations (see Model 6 in

Table B2, Appendix B). In particular, Figure 3 shows the marginal effect (expressed as changes

in the likelihood of suspension) of a one standard deviation change for numeric variables, and of

being a verified, geo-locating at least one tweet in 2020, using the Twitter Web Client platform

at least once, and so forth, for the remaining binary variables in the model. In line with Table

2, and the aforementioned literature on social media bots, it shows several of the potential

identifiers of (human) bot behavior to be predictive of an account (not) being suspended. For

example, having been in the platform for longer negatively predicts suspension (-44%), and a

larger tweeting volume (measured as the average number of daily tweets, +20%, as well as the

number of tweets sent in 2020, +80%) and a higher follower/friend ratio (+68%) positively

predict suspension.
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Figure 3: Logistic regression predicting whether an account was suspended. Marginal effects expressed in percentual
change (%). Note: The variables at the bottom of the figure, in the gray area, are potential predictors of bot (or human)
activity.
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In regards to the other controls in the model, the results also align with what one would

expect. A one standard deviation increase in hateful tweets is predictive of a 10% increase in

the likelihood of suspension. A similar increase in the number of tweets containing COVID-

related misinformation is predictive of a 4% increase in the likelihood of suspension. On the

contrary, verified users are predicted to be suspended at lower rates (91% less likely). Contrary

to the findings by Chowdhury et al. (2020) in the US context, accounts messaging about politics

are suspended at lower rates. Accounts messaging in Farsi are also less likely to be suspended.

22



Contrary to the expectations, I find a null effect for the coordination variable, although a

model where the coordination variable is interacted with support for the Iranian government

shows that coordinated accounts that are supportive of the government are statistically and

substantially much more likely to be suspended compared to supportive accounts that are not

coordinated (see Model 5 in B2, Appendix B).

More importantly, in line with H1 and H2, I find that after controlling for the many

confounders in the model, the two ideological measures of interest (conservatism and support

for the Iranian government) are also predictive of suspension, findings that are robust to many

model specifications (see Appendix B, including when only focusing on accounts that are likely

to tweet from inside Iran). A one standard deviation increase in conservatism (Principlism) is

correlated with a 10% increase in the likelihood of suspension. The same increase in support for

the Iranian government is also predictive of a 9% increase in the chances of being suspended.

Overall, the model results show that first, accounts are in part suspended to reduce toxic and

malicious behavior and to improve the health of the platform. However, the findings also show

some clear political biases in the suspension of users, and in turn, that these suspensions have

consequences for which ideological views get to have a stronger presence on the platform. The

Principlists (conservatives), as well as those supportive of the Iranian government, particularly

support a tougher Iranian foreign policy at the international arena, specially vis-a-vis the

United States. Hence, although due to limitations in the data I am unable to definitely pin

down the exact mechanism at play, in line with the theoretical framework, these suspension

patterns contribute (at least to some extent) to advance the geopolitical interests of the US.

To shed more light on these ideological biases, in Figure 4.A I analyze the content of the

tweets and explore the hashtags most often used by suspended vs. non-suspended users. For

each hashtag used by any of the users under analysis, I first calculated the proportion of unique

suspended and non-suspended users who used the hashtag in any of their tweets in 2020, and

then calculated the difference between the suspended and non-suspended proportions. In
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Figure 4.B I analyze their networks and use the same procedure (comparing the proportion

that follows each elite) to explore which elite accounts are most often followed by suspended

vs. non-suspended users. The positive (and red) bars are hashtags and elite accounts most

often used/followed-by suspended, and the green ones are most often used/followed-by non-

suspended users.

Figure 4.A illustrates the type of content that was to some extent repressed vs. emphasized

as a result of the suspensions. First, it shows that (at least some) suspended users posted about

COVID-19 at a much higher rate than non-suspended users. Many of the hashtags at the top

of Figure 4.A are related to coronavirus, such as A
	
KðQ», covid, and covid19. In line with Table

2 and Figure 3, this reassures the idea that some of the accounts were suspended for spreading

misinformation on this topic.

Also, Figure 4.A shows many relevant political and ideological differences. Among the

hashtags most often used by the suspended users, some are about General Qassem Soleimani

(e.g. ú
	
GAÒJÊ��ÖÞ�A

�
¯) and some praise the Supreme Leader of Iran Ayatollah Khamenei (khamenei-

thegreat). Some other hashtags at the top represent some of the common Principlist narratives,

such as øñ
�
¯�

	
K @QK@ (strong Iran) and YJËñ

�
K�

�
�êk. (production growth). On the contrary, many

hashtags that indicated opposition to the Iranian government were disproportionally used by

non-suspended users, which were amplified to some extent as a result of the suspension of pro-

Iranian government accounts. For example, hashtags against the execution of Navid Akfari,

who was executed in 2020 for murdering a security guard in 2018, such as YJ
	
Jº

	
K�Ó@Y«@ (do not

execute), øPA¾
	
¯@�YKñ

	
K (Navid Afkari), savenavidafkari, and navidafkari.
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Figure 4: Differences in hashtag usage (A), and elite following (B), between suspended and non-suspended users.

Figure 4.B shows similar ideological biases. Among the most-followed elite accounts by

the suspended users, there is the Supreme Leader of Iran (Ayatollah Seyyed Ali Khamenei) as

well as some conservative media outlets, including Tasnim News and Fars News Agency. On

the contrary, among the most-followed elite accounts by the non-suspended users, there are

Reformist media outlets (e.g., Shargh Daily) and figures such as Iran’s former President Hassan
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Rouhani and some of his cabinet members, including Mohammad Javad Zarif, the former

Iranian Foreign Minister, who was the chief diplomat in the negotiations over Iran’s nuclear

program between 2013 and 2015. Generally speaking, what distinguishes Principlists from

Reformists in terms of foreign policy is that whereas Iranian Reformists seek closer ties with

the West, and the US in particular, Principlists seek to promote a tougher and sovereigntist

foreign policy approach, especially with regards to Iran’s defense and nuclear program.

6 Conclusion

Social media platforms are increasingly becoming important for politics: an increasing num-

ber of citizens around the world use such platforms to consume news, learn about politics,

and engage in politics. To combat malicious behavior, the platforms suspend accounts that

use hateful language and/or spread misinformation. In recent years, however, accusations of

politically-motivated censorship have been leveled at Western social media platforms, such as

Facebook and Twitter. This study addresses this question from a geopolitical perspective.

Although there has been much research on how non-Western countries (ab)use social media

for (geo)political reasons in relation to Russia and China, little is known about how a Western

country such as the United States can leverage its international sanctioning plans to condition

the content moderation policies of US-based social media companies, and in turn, advance its

geopolitical interests.

For a six-month period in 2020, I tracked about 600,000 Twitter accounts interested in

Iranian politics. About 4,000 of them had been suspended after the period of analysis. Two

overarching patterns emerge when comparing suspended and non-suspended accounts, and

when using multivariate regressions to model suspension. First, accounts that engaged in

different kinds of toxic/malicious behavior (e.g. used uncivil and hateful language, spread

misinformation, and are suspected to be automated bots) were more likely to be suspended.
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Yet, after accounting for these confounders, the results also show clear ideological suspension

biases: Principlists (conservative) accounts and those supportive of the Iranian government

were also more likely to be suspended. An analysis of the content and networks of suspended

(vs. non-suspended) users indicated that these suspensions may contribute to advance the

geopolitical interests of the US, amplifying voices critical of the Iranian government to the

detriment of voices supportive of the government and a strong stance against the US in the

international arena.

I acknowledge that this study is subject to several limitations. First, the analysis is based

on one platform (Twitter) and one country (Iran), and so further research is needed to as-

sess whether the patterns uncovered here hold in other contexts. However, similar suspension

patterns are to be expected when it comes to the regulation of content related to geopolitical

rivals on US-based platforms, as they are all expected to comply with US sanctions. Second,

given the observational nature of the study, omitted variable bias is always a concern. Never-

theless, I have developed many measures that allow to control for the alternative explanations

put forward by previous literature. In addition, Appendix B shows that the key results are

robust to different model specifications. Finally, I am not able to clearly distinguish the extent

to which (geo)political suspension biases are due to Twitter simply complying with US law,

whether the company is erring on the side of caution by suspending any account who may be

potentially violating the government mandate, or whether the patterns uncovered here can also

be the result of other kinds of biases that may emerge during the development of content mod-

eration procedures (e.g. language/cultural/ideological biases in internal manual annotations

for content that violates the Twitter Rules). Future research should aim to disentangle more

clearly the particular mechanism at hand. However, the research presented here represents an

important step towards building a better understanding of the geopolitical relevance of social

media communications, and political content moderation more broadly.

This research makes many relevant contributions to the emergent literature on political

27



deplatforming. First, by emphasizing its geopolitical role, it provides (and illustrates) a clear

theoretical framework and expectations about the conditions under which accounts may be

suspended. The Russian social-media information operations in the last few US elections, and

the social media bans from Western countries and Russia as a result of the Ukraine crisis,

highlight the relevance of social media for public diplomacy and geopolitics in the current dig-

ital environment. This paper advances our understanding of the size of the problem, and the

extent to which geopolitically-motivated suspensions can shape political conversations in the

platform. Second, the paper contributes crucial empirical evidence to the theoretical and nor-

mative debate on new forms of (political) speech regulation, or as Balkin (2017) describes it,

the “new school of speech regulation”. Whereas in the past governments were directly involved

in censoring publishers and speakers (in most cases with the judiciary branch playing a key

role), this new private-public model of speech regulation raises many legal and normative con-

cerns. I expect the findings presented here to spearhead further debates in this area. Finally,

the paper puts forward a research design that not only allows for clear comparisons between

suspended and non-suspended accounts, but that it also does not rely on curated datasets

of suspended accounts made available by the platforms, which are difficult to independently

assess. However, this research did rely on access to Twitter data through their public API,

which has recently been discontinued – emphasizing the urgency for researchers to be able to

access, and independently analyze, data from major social media platforms. Future research

can build on the theoretical, methodological, and empirical work presented here to explore

potential political-suspension biases (or lack thereof) in many additional contexts and plat-

forms, in order to create a better understanding of the conditions under which social media

suspensions may shape political conversations around the globe. In addition, building on the

work of Earl, Maher, and Pan (2022), future research can also explore in more detail additional

ways through which the US government can leverage communications on US-based platforms

to advance their geopolitical interests, by for example deploying accounts promoting content
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that is beneficial to their geopolitical interests abroad.15

15https://www.washingtonpost.com/national-security/2022/09/19/pentagon-psychological-

operations-facebook-twitter/
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Barberá, Pablo. 2015. “Birds of the same feather tweet together: Bayesian ideal point estima-
tion using Twitter data.” Political analysis 23(1): 76–91.
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Appendix A Further details and validation of the

ideology score.

Building on Barbera et al. (2015), and the code available in the replication repository for the
paper,16 I used correspondence analysis (CA) to implement the method developed by Barberá
(2015) for estimating the ideology of users and elite accounts (in this case, from Iran) in the
same ideological continuum. As a robustness check, I also used the original method in Barberá
(2015) to estimate ideology scores for elite accounts and a random set of 5,000 users, which
yielded extremely similar results.

To estimate the model that I used in the paper for generating ideology scores for the users
under analysis, I first built a bipartite network graph with information about which of the 176
elite accounts each of the 601,940 users in the full sample followed. Then, in order to be able to
estimate this computationally-intensive model, I randomly sampled 5,000 users, who followed
most of the elite accounts in the list (140 out of 176, so 80%). Then I fit a CA model to the
data, obtaining ideology scores (in the same dimension) for the 5,000 users and the 140 elite
accounts. Finally I used the trained model to estimate the ideology of the remaining ordinary
users (based on the elites they followed), and standardized the scores between 0 and 1 (with
0 indicating extreme reformists, and 1 extreme principlists).

I conducted the following validation exercise to make sure that the model adapted well to
the Iranian context. I checked the average ideology score given by the model to the members of
Parliament that are known to be affiliated to either the Reformist (N = 59), Independent (N =
12), and Principlist (N = 41) factions in the chamber, 112 in total. I obtained the information
regarding their political affiliation from this source. I report the average ideology scores for
these three groups in Figure A1 (with 95% and 80% confidence intervals), where I observe
the method to perform as expected and to generate ideological scores that do a good job
at distinguishing between reformists and principlists. Also as expected, the model estimated
independents to have an average ideology between the averages estimated for reformists and
principlist. The confidence interval is rather large for the independents in part due to the low
number of Independents in the chamber and so in this validation group (N = 12), but also
because these Independents are a less homogeneous group in terms of their ideological leaning.

16https://github.com/pablobarbera/twitter_ideology/tree/master/2020-update
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Figure A1: Average ideology score for elite accounts known to be Principlists (conservative), Reformists (liberal)
and Independent.
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Appendix B Model details and alternative model

specifications.

In Figure 3 of the paper I present the results of a logistic regression predicting suspension as
a function of the two explanatory variables of interest (ideology and support for the Iranian
government) plus a set of confounders. In Tables B1 and B2 of this appendix, I provide
the coefficient table for that model (Model 3 ), plus additional logistic regressions predicting
suspensions, with the goal of assessing the robustness of the findings presented in Figure 3.

Table B1: Coefficient tables for 6 logistic regression predicting whether an account was (temporarily)
suspended during the period of analysis.
Note: The asterisks (*) indicate findings that are statistically significant at the 0.05 level or below

Variable Model 1 Model 2 Model 3
(Intercept) 0.0784 (0.2665) 0.0302 (0.2521) -0.0138 (0.3223)
Principlist (Conservative) (logged) 0.134 (0.0354)* 0.1335 (0.0354)* 0.1418 (0.0369)*
In favor of Iranian government (mean) 0.2778 (0.116)*
Coordination (mean) (logged) 1.0845 (1.691) 2.1014 (2.7128)
Coordination (max.) (logged) 1.2713 (3.9603)
Verified user (binary) -2.6537 (0.5888)* -2.6553 (0.5888)* -2.5917 (0.5886)*
Number of tweets (2020) (logged) 0.2293 (0.0316)* 0.2327 (0.0321)* 0.2682 (0.0353)*
Number of political tweets (2020) (logged) -0.0904 (0.0307)* -0.0907 (0.0307)* -0.1275 (0.034)*
Number of hateful tweets (2020) (logged) 0.1027 (0.0269)* 0.102 (0.027)* 0.0759 (0.0299)*
Number of (covid) misinfo tweets (2020) (logged) 0.1382 (0.0427)* 0.1376 (0.0426)* 0.1521 (0.043)*
Number of days in the platform (logged) -0.5932 (0.0279)* -0.5936 (0.0279)* -0.593 (0.0293)*
Average number of daily tweets (logged) 0.2333 (0.0356)* 0.2305 (0.0355)* 0.2546 (0.0367)*
Follower/Friend ratio (logged) 0.3839 (0.0149)* 0.384 (0.0149)* 0.3728 (0.0155)*
Platform entropy (logged) 0.1014 (0.014)* 0.1014 (0.014)* 0.1047 (0.0145)*
Prop. of 2020 tweets at somebody 0.369 (0.1027)* 0.3776 (0.1016)* 0.4902 (0.1147)*
Geo-enabled tweets (binary) -0.3134 (0.1738) -0.3119 (0.1738) -0.356 (0.1812)*
Prop. of 2020 tweets with hashtag/s (logged) 0.059 (0.0248)* 0.0599 (0.0248)* 0.0807 (0.0279)*
Prop. of 2020 tweets that are retweets (logged) 0.0051 (0.0209) 0.0066 (0.0207) 0.01 (0.0227)
Platform: Twitter Web Client (binary) 0.1027 (0.1663) 0.104 (0.1663) 0.1227 (0.1726)
Prop. tweets in Farsi (2020) -0.7922 (0.0658)* -0.7844 (0.0643)* -0.8091 (0.073)*
N 171087 171087 137680
AIC 19932.84 19933.16 18288.65

I estimated all these logistic regression at the user level, with a binary outcome variable in-
dicating whether a user had been (at least temporary) suspended by the end of data collection.
I included the following user-level predictors in the models:

• Verified user : whether the user was verified – the blue check mark on Twitter indicating
whether the user is a person of interest.

• Number of (COVID-19) misinfo tweets (2020): the number of messages the user sent
in 2020 that included (at least) one of the hashtags I identified as clearly linked to the
spread of COVID-19 related misinformation (see Appendix D for further information).

• Number of political tweets (2020): the number of messages the user sent in 2020 that I
predicted to be about politics (see Appendix C for further information on the machine
learning model used to generate the political predictions).
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Table B2: Continuation of Table B1

Variable Model 4 Model 5 Model 6
(Intercept) -0.6792 (0.4318) -0.3589 (0.3515) -47.66 (3.0415)*
Principlist (Conservative) 1.1929 (0.2622)*
Principlist (Conservative) (logged) 0.1018 (0.0466)* 0.141 (0.0369)*
In favor of Iranian government (mean) 0.3678 (0.1648)* 0.834 (0.2672)* 0.3025 (0.0978)*
In fav. of Iranian gov. X Coord. (mean) (logged) 13.8919 (6.0436)*
Coordination (mean) 45.0509 (3.1608)*
Coordination (mean) (logged) -1.2035 (4.767) -4.6829 (3.7281)
Verified user (binary) -2.5957 (0.5886)* -1.8067 (0.7986)*
Number of tweets (2020) 0.0002 (0)*
Number of tweets (2020) (logged) 0.3219 (0.049)* 0.2758 (0.0353)*
Number of political tweets (2020) -0.0002 (0)*
Number of political tweets (2020) (logged) -0.1645 (0.0481)* -0.1277 (0.034)*
Number of hateful tweets (2020) 0.0035 (0.0004)*
Number of hateful tweets (2020) (logged) 0.0478 (0.0434) 0.0646 (0.0302)*
Number of (covid) misinfo tweets (2020) 0.0043 (0.0017)*
Number of (covid) misinfo tweets (2020) (logged) 0.1201 (0.0542)* 0.1575 (0.0431)*
Number of days in the platform -0.0003 (0)*
Number of days in the platform (logged) -0.6224 (0.0409)* -0.5887 (0.0294)*
Average number of daily tweets 0.008 (0.0014)*
Average number of daily tweets (logged) 0.2758 (0.0513)* 0.2562 (0.0368)*
Follower/Friend ratio 0.0005 (0.0001)*
Follower/Friend ratio (logged) 0.439 (0.0214)* 0.3717 (0.0155)*
Platform entropy 0.5582 (0.0789)*
Platform entropy (logged) 0.1139 (0.0191)* 0.1052 (0.0145)*
Prop. of 2020 tweets at somebody 0.2497 (0.1626) 0.4961 (0.1147)* 0.2652 (0.1222)*
Geo-enabled tweets (binary) -0.4195 (0.2994) -0.3557 (0.1811)* -0.3427 (0.1822)
Prop. of 2020 tweets with hashtag/s 0.8838 (0.136)*
Prop. of 2020 tweets with hashtag/s (logged) 0.0689 (0.041) 0.0786 (0.0279)*
Prop. of 2020 tweets that are retweets -0.0704 (0.1125)
Prop. of 2020 tweets that are retweets (logged) 0.0112 (0.0319) 0.0073 (0.0228)
Platform: Twitter Web Client (binary) -0.0515 (0.3147) 0.12 (0.1726) -0.2131 (0.1769)
Prop. tweets in Farsi (2020) -0.7876 (0.0735)* -0.8965 (0.0695)*
N 88890 137680 137680
AIC 10670.41 18285.25 19565.37

• Principlist (Conservative): a standardized continuous score between 0 and 1 indicating
the ideology of the user in a Reformist-Principlist (left-right) continuum, where higher
scores indicate more Principlist/conservative users (see Appendix A for further informa-
tion about the ideology scores).

• Number of hateful tweets (2020): the number of tweets the user sent in 2020 that I
predicted to contain hateful language (see Appendix C for further information on the the
machine learning model used to generate the hateful predictions).

• Coordination (mean): a continuous user-level variable, ranging between 0 and 1, mea-
suring the average content/textual similarity between the tweets sent by a given user,
and all the other users in the dataset (see Appendix E for further details on how this
coordination score is calculated).

• Coordination (max.): a continuous user-level variable, ranging between 0 and 1, mea-
suring the maximum content/textual similarity between the tweets sent by a given user,
and any other user in the dataset (see also Appendix E for further details).
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• In favor of the Iranian government (mean): a continuous user-level variable, ranging
between 0 and 1, measuring the average predicted support for the Iranian government in
all the political tweets sent by the user in 2020 (see Appendix C for further information
on the model used to predict the probability of a political tweet to be supportive of the
Iranian government). This variable is NA for users who did not send any politically-
relevant tweet in 2020 (about 19.2% of the users in the dataset).

• Prop. tweets in Farsi (2020): a continuous user-level variable, ranging from 0 to 1,
measuring the proportion of tweets sent in 2020 by a given user that have been labeled
as being in Farsi by twitter.

In addition, I added to the models the following set of variables that previous literature has
found to be predictive of bot (v. human) behavior (Stukal et al., 2022; Bastos and Mercea,
2019):

• Number of tweets (2020): the number of messages the user sent in 2020.

• Number of tweets 90th percentile (2020): whether the user is in the 90th percentile in
terms of numbers of tweets sent in 2020.

• Number of days in the platform: number of days between the creation of the account and
the day I started data collection.

• Geo-enabled tweets (binary): whether the user sent at least 1 geolocated tweet in 2020.

• Platform: Twitter Web Client (binary): whether the user sent at least 1 tweet through
the web client API in 2020.

• Prop. of 2020 tweets at somebody : proportion of the tweets the user sent in 2020 that
were directed at another @user.

• Prop. of 2020 tweets that are retweets: proportion of the tweets the user sent in 2020
that were retweets, instead of original messages.

• Average number of daily tweets: average number of tweets/day the user sent in 2020.

• Follower/Friend ratio: a ratio measuring the number of followers over the number of
friends for a given user.

• Prop. of 2020 tweets with hashtag/s: proportion of messages the user sent in 2020 that
contained at least 1 #hashtag.

• Platform entropy: entropy of the software platform used for tweeting in 2020 for a given
user.

In the main model in Figure 3 (Model 3 in Table B1), as well as in many alternative
specifications that I describe below, I applied a log transformation to numeric/continuous
variables that I identified as being skewed. You can find a list and the distribution of the ones
I log-transformed in Figure B1, and of the ones I did not transform in Figure B2. However, as I
describe in more detail below, the key findings of the paper (regarding the observed ideological
suspension biases) hold even when I do not apply any log-transformation.
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In the additional model specifications shown Tables B1 and B2 I assess the impact of the
following modeling choices. First, given that I created two variables capturing different ideo-
logical dimensions (reformist-principlist position, and support for the Iranian government), I
wanted to assess whether including only one of these (only ideology, Principlist (Conservative),
in Model 1 and 2) into the model would yield different results than including both. In addi-
tion, given that I do not have a measure of In favor of Iranian government for users who did
not send any politically-relevant message in 2020, I also wanted to see if findings hold before
adding this variable into the model and so having to drop some observations (see larger N in
Model 1 and 2, compared to the other models). The robustness of these estimates (Principlist
(Conservative) & In favor of Iranian government) across the models reveals that these two
dimensions have a distinguishable and robust effect on suspension.

I also wanted to assess the robustness of the findings to an alternative way to represent
coordination. In the main model shown in Figure 3 of the paper, Model 3 in B1, I measure
coordination as the average content/text similarity between the tweets sent by a given user,
and all the other users in the dataset. However, one could also argue that what matters for
suspension is to have high levels of coordination with simply one other account, and for this
reason in Model 2 I model coordintion as the maximum content/text similiarity between the
tweets sent by a given user and any other user in the dataset. Similar to what I observe in
the remaining models (where I use the average coordination score), I do not see this version
of the variable to be predictive of suspension. Although as I detail below, I do find in Model
6 the non-logged version of this variable to be a strong predictor of suspension.

In Model 4 I was interested in exploring whether one would observe different patterns,
particularly regarding the ideological suspension biases observed in the main model in Figure 3
(Model 3 in B1), if I only looked at users we can be confident that were messaging from inside
Iran. Although in the current global and social media world, the US should be interested
in shaping political conversations regarding Iranian politics generally, independently of the
location of users, one could argue that they should be particularly interested in influencing
conversations from inside Iran. I leveraged data from Hashemi, Wilson, and Sanhueza (2022)
for this purpose. These authors collected all tweets sent in Farsi conciding with the same period
of anlaysis. In addition, they leveraged a one-week internet shutdown that took place in Iran
to identify which users were messaging from abroad vs. inside Iran using a VPN (Twitter is
banned in Iran and it can only be accessed through a VPN). First, I only kept in the dataset
those users who used Farsi in the majority of their tweets (>50% of the tweets – although
the pattern holds when using higher thresholds: e.g. 70%, 80%). And then, I dropped from
the resulting sample those users that Hashemi, Wilson, and Sanhueza (2022) had identified as
tweeting from outside Iran: ending with a final sample for estimating Model 4 of 88,890 users
(1,164 suspended; 87,726 non-suspended) I am highly confident that were tweeting from inside
Iran (because they tweeted in Farsi and so included in Hashemi, Wilson, and Sanhueza (2022)’s
dataset, and they did not tweet during the internet shutdown according to Hashemi, Wilson,
and Sanhueza (2022)). I also observe in this model that Principlist and those in favor of the
Iranian government to be more likely to be suspended, and the effect size to be of comparable
magnitude to those shown in Model 3.
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In Model 5 I was interested in exploring an interaction between the coordination measure
and the support for the Iranian government (and weather the main findings would hold after
accounting for this potential interaction). Twitter has openly reported in the past to have
suspended accounts that they suspected were being coordinated by the Iranian government to
spread “diplomatic and geostrategic views of the Iranian state”.17. They usually also make
available for researchers at large, datasets with account and tweet-level information for the
suspended accounts, and/or for particular research teams (e.g. the Stanford Internet Obser-
vatory) for a more detailed analysis. However, it is hard to tell exactly how this dataset was
curated, and how these suspended accounts compare to others they could have suspended but
did not. So I wanted to check whether the main effects reported in Figure 3 (Model 3 in B1)
were simply a mere reflection of this phenomenon. The results in Model 5 show that, although
coordination per se is not a relevant predictor in any of the models (with the exception of its
non-logged version in Model 6), coordinated accounts that showed high support for the Iranian
governments were indeed statistically and substantively suspended at higher rates. However,
the findings for the key variables of interest remain significant and of similar magnitude, indi-
cating that after controlling for this interaction, I still observe support for the government in
general (independently of the level of coordination) to be predictive of suspension.

Finally, in Model 6 I wanted to assess if the key findings regarding the ideological suspension
biases observed in the other models hold when not applying non-linear transformations to the
numeric/continuous skewed variables in the dataset, and I do find the results to hold.

17https://blog.twitter.com/en_us/topics/company/2019/information-ops-on-twitter
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Figure B1: Distribution of predictor variables that I log transformed in Models 1-5 in Tables B1 and B2.
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Figure B2: Distribution of predictor variables that I did not logged in Models 1-5 in Tables B1 and B2.
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Appendix C BERT multilingual models predicting

political and uncivil tweets, and support for the Ira-

nian government.

I fine-tuned three BERT multilingual models (bert-base-multilingual-cased) predicting
whether a given tweet uses hateful language, whether it is political, and if so, whether it is
supportive of the Iranian government. I used the following procedure to train each of these
models.

Table C1: Examples of hateful v. non-hateful messages

Message coded as hateful
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(EN translation) #Death to Khamenei #IranRegimeChange Cut the crap Sadeghi @mah sadeghi
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(EN translation) Swear to God all people curse you. Eventually you, incompetent MPs, will be
damned by the curse of the oppressed @mah sadeghi Mr. Sadeghi. Death to you for you only care

about yourselves.
Message coded as non-hateful
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(EN translation) @Hajizadeh org Praise upon your awake conscience, commander since you
accepted responsibility for the mistake. Praise upon you
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(EN translation) I hope the administration does not remove zeros from the national currency. It
wants to solve a problem but instead it would exacerbate it

First, from all Farsi, Arabic and English tweets sent in 2020 by the users I tracked, I sampled
some tweets at random (plus some others using an active-learning procedure (Miller, Linder,
and Mebane, 2020)): 1,998 for the hateful coding, 2,893 for the political coding, and I selected
1,294 of the political tweets for the coding of the support of the Iranian government. Following
Twitter’s definition of hateful language,18 messages were considered as being hateful if they: (1)
made violent threats against an identifiable group, (2) incited fear about a group/community,
(3) wished, hoped, or called for serious harm on an individual or group, and (4) made references
to violent events (see some examples in Table C1). Tweets were coded as political if they
(a) mentioned a policy topic (e.g., economy, foreign policy, defense, social welfare, etc.), (b)
mentioned a political event and/or an institution (e.g., a national election, protest, parliament,
etc.), and/or (c) mentioned a member of the political elite (e.g., a politician, military official)
in the form of a reply and/or a mention (see some examples in Table C2).

18https://help.twitter.com/en/rules-and-policies/hateful-conduct-policy
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Table C2: Examples of political v. non-political messages

Message coded as political
@WhiteHouse @realDonaldTrump #GhasemSoleimani was the man who swiped out isis with the
help of the resistance (Iraq and Syria) a fact that every political analyst knows about, I don’t

know how can anybody believe what he is saying.
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(EN translation) Mohammad Javad Zarif the Iranian foreign minister called the US the biggest
supplier of arms. Zarif stated: The US has been the top military spender, arms supplier, and

instigator and beneficiary of wars across the world for quite a while.
Message coded as non-political
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(EN translation) Effect of water drops on stone {annonymized-url}
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(EN translation) Natural areas in the north of Iran {annonymized-url}

Messages were coded as being in favor of the Iranian government if they voiced support for
the Supreme leader and his views, the administration or any government agency (including any
branch of the military), and/or took a strong stance towards defending Iran against foreign
interventions (in line with the views of the current administration). Tweets were coded as
being against the Iranian government if they criticized the Supreme leader, the administration
or any government agency, and/or any government policy (see some examples in Table C3). A
second coder annotated 100 tweets for each of these variables, resulting in a Cohen’s Kappa of
0.89 for the political coding, 0.83 for the support of the Iranian government coding, and 0.72
for the coding of hateful messages.

Then I used the labeled data to fine-tuned the three BERT multilingual models (after
attaching a final binary prediction layer to the model), using an AdamW optimizer and a
learning rate of 1e-5. In each case I split the data into a train-test-validation split. I saved
20% to assess performance on a final fully-untoched validation set, and split the remaining
data 80%/20% for training/testing when training the model. I trained each model until the
test loss stop improving: 7 iterations for the political model, 2 iterations for the hateful
model, and 4 iterations for the pro-Iran government one. I evaluated the performance of
the model using 3-fold cross-validation based on the untouched validation set. I report the
performance of the models in Table C4. The Labeled column provides information about
the total number of messages I labeled, and the Negative and Positive columns about the
proportion of true negatives/positives that resulted from the coding exercise. For the three
models, the percentage of true negatives was higher than the true positives, and so it should be
used to judge the overall Accuracy of the model (this is the percentage of cases a naive model
attributing negative/positive labels at random would get right). The percentage of positives
should be used to judge the Precision, Recall, and F-Score, as these provide information about
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the percentage of predicted positive labels are indeed positives (precision), the percentage of
true positives indeed predicted to be positive (recall), and the average of both (f-score). Overall
Accuracy is high for all models (>80%), as well as the Precision: although true positives are
rare in the training data, e.g. 21% for the hateful classifier, the models make correct predictions
>75% of the time. Recall is also high for the political and pro-Iran classifiers (83% and 77%,
respectively, and only slightly lower for the hateful model, 66% (also resulting on a slightly
lower f-score for this model, of 70%). This means that, as it happens with any machine learning
model, I’m measuring the quanitites of interest with some noise. However, I don’t have any
reason to believe that there is a correlation between the error of the model and the outcome
of interest.

Table C3: Examples of messages in favor v. against the Iranian government

Message coded as being against the Iranian government
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(EN translation) @Eshaq jahangiri What kind of management is this. After five hours waiting
in the line, they did not let voting

é» ú
�
GPA�

	
k A

�
K Y

�
��Ó Qå

�
�
�
J
	
JÓ Õºm× ø@Qk. @

�
I

	
KAÖÞ

	
� 	

àðYK. ÐAg. QK.
	P@ YªK. èY

�
®ª

	
JÓ øAëX@XP@Q

�
¯

�
I��Ë

�
�A¿ ø@

Pð �PAÓ �Pñ
	
¯

	
à@ñ

	
J« éK. Õç'Qm�

�
' , AëX@XP@Q

�
¯ 	áK@ Q

�
�
�
��K. PX . Y

�
��Ó 	á

�
�ðP , XQ» XP@ð Pñ

�
�» éK.

Q�K. Y
�
K_ �

IËðX#

Q̧
�
K @P

	
à@QK@ , ú

�
GPA�

	
k i� Jë

	
àðYK. , é

�
J
	
Q̄Ã X@XP@Q

�
¯

	
©ÊJ.Ó @ úæ

�
�
	
m�'. é» úÍAg PX

	
¬Q£ CÔ« ð èY

�
� H. ñ�m×

Y
	
JºJÓ

(EN translation) I wish a list of contracts signed after the JCPOA that lack an execution
guarantee would be made public so as to illustrate the damages the administration of rationality
(i.e., Rouhani administration) has caused the country. In most of these contracts, sanctions are
deemed as force majeure, and in practice, while the party to the contract has received part of the

agreed payment, without any compensation, leaves Iran.

Message coded as being in favor the Iranian government
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(EN translation) We stand by our vote. #Rouhani is not alone
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(EN translation) Last night, a slap in the face was delivered in #Ein Al-Assad, this is a different
matter, military actions of this kind will not suffice. The main response involves putting an end

to the corrupt presence of America in the region. #Severe revenge

Overall, these models performed well enough to continue with the analyses, and so I used
them to generate political, hateful, and pro-Iran predictions for the rest of the unlabeled tweets
in the dataset. Finally, I used these machine-labeled tweets to generate 3 user-level variables
that I then included in the analyses. First, I counted the number of political tweets sent
in 2020 by any of the users in the dataset. Then, I counted the number of hateful tweets
sent in 2020. Finally, to measure a given user’s support for the Iranian government, rather
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than generating binary predictions, I used the logistic nature of the machine-learning model
to generate probability predictions for each tweet (so the probability of a given tweets to
be supportive of the Iranian government, ranging from 0 to 1). I then created a user-level
variable measuring the average support for the Iranian government (averaging the tweet-level
probabilities for a given user).

Table C4: Performance of 3 BERT-multilingual models predicting political, hateful, and pro-Iran tweets.

Labeled Negative Positive Epochs Accuracy Precision Recall F1-Score
Political 2,893 56% 44% 7 83% 81% 83% 82%
Hateful 1,998 79% 21% 2 88% 76% 66% 70%

Pro-IranGov 1,294 50% 50% 4 81% 77% 77% 76%
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Appendix D Identifying covid-misinformation

hashtags.

In the analysis of potential political/ideological suspension among those discussing Iranian
politics on Twitter, I wanted to control for the alternative explanation that accounts may also
be suspended for spreading misinformation. Detecting involvement in the dissemination of
misinformation generally turned out to be incredibly challenging (most existing studies in the
US context for example rely on existing lists of fake news sites and then explore how often
users share links from those sites, but such lists do not exists, and are very hard to develop, for
the Iranian context). Hence, I decided to focus on detecting the spread of COVID-19 related
misinformation among users in the dataset, given that platforms at that time were particularly
concerned about eradicating misinformation on the topic. I developed a four-step protocol to
create a list of hashtags that could be clearly linked to the spread of COVID-19 misinformation.
First, I generated a list of 39 keywords in Farsi, Arabic and English (the most spoken languages
in the dataset) that would help us identify COVID-19 related messages (see Table D1 for a
list), and then I manually annotated a random sample of 1,000 messages containing any of
these 39 keywords for whether those messages contained misinformation. Next, I selected
the unique hashtags in those coded as containing COVID-19 related misinformation, and
went back to the full dataset to pull 10 random messages containing each of those hashtags.
After coding those 10 messages per hashtag again for whether they contained misinformation,
I treated as clear COVID-19 misinformation hashtags those for which at least 8 of the 10
random messages had been coded as containing misinformation. Finally, I generated the a
user-level variable measuring number of messages a user sent in 2020 that contained one these
7 COVID-19 misinformation hashtags: chinesevirus, chineseviruscensorship, coronafromusa,

islamicrepublicvirus, wuhanvirus, chinesevirus19, 	
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Table D1: List of 39 keywords used to generate a first sample of tweets discussing COVID-19.

keyword language
covid english
corona english
virus english
china virus english
chinese virus english
chinesevirus english
chinavirus english
biologic english
bio-weapon english
alcohol english
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Appendix E Identifying coordination.

In the analysis of potential political/ideological suspension among those discussing Iranian
politics on Twitter, I wanted to control for the alternative explanation that accounts may
also be suspended for acting in a coordinated fashion. To accomplish this goal, I developed a
method to identify overall content/text similarity between the tweets posted by a given user,
and the other users in the dataset. First, I used the same BERT multilingual model used in
Appendix C to generate (768-size) tweet-level embeddings for all messages sent in 2020 by the
users I tracked, by passing the tweets through the pre-trained BERT architecture and pulling
the output of the second-to-last (fully connected) layer. Second, for each user I generated a
(768-size) user-level embeddings by averaging the indexed embedding values of all the users
tweets. Third, I calculated the cosine similarity between all possible pairs of user embeddings.
And finally, I used these cosine similarities to generate two user-level variables: one measuring
the average content/text similarity between all tweets sent by a given user, and the tweets
sent by the rest of the users in the dataset (so between a given user’s embedding, and the user-
level embeddings for the other users), and second, the maximum cosine similarity between the
tweets sent by a given user and the ones sent by any other user in the dataset (so between a
given user’s embedding, and the user-level embedding of any other user in the dataset).
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Appendix F Most distinctive hashtags for tweets clas-

sified using each BERT model.

The goal of this Appendix is to provide further clarity on the three BERT models I fine-tuned
in the paper to predict political and hateful tweets, as well as tweets supportive of the Iranian
government. Contrary to traditional machine learning models (e.g. logistic regression, decision
trees or support vector machines) transformer models are a black box: it is hard to tell exactly
what exact textual features are predictive of a given model class. However, in this Appendix
I conducted the following exercise in order to provide some intuition as which unigrams and
hashtags are likely to be associated with predicted positive and negative messages for each
of the three binary classifiers. For a balanced (by classifier and language) random sample of
100,000 tweets in the dataset, I first created a list of all unique unigrams and hashtags in the
dataset (I restricted this analysis to tweets in Farsi, English, and Arabic, which represent the
vast majority of tweets in the data). Then, for each of the classifiers, I calculated the proportion
of predicted positives (e.g. hateful) and the proportion of predicted negatives (e.g. not hateful)
tweets that contained each of the unigrams and hashtags. Finally, I calculated the difference in
proportions, with positive differences indicating that those textual features appeared at higher
rates in tweets predicted to be political, hateful, and in favor of the Iranian government (green
rows in all the figures included in this appendix), whereas negative differences indicating that
those features showed up at higher rates in tweets predicted to not be political, nor hateful and
to be contrary to the Iranian government (red rows in the figures included in this appendix).
In the figures included below I report the top and bottom 20 unigrams/hashtags, after sorting
them by the difference in proportion.

The results of this exercise clearly speak to the face validity of the classifiers. Among the
top unigrams and hashtags most associated with messages in English predicted to be political, I
observe terms such as iran, israel, war, trump, america, palestine, regime, military, #Soleimani,
#Syria, #China, or #Afghanistan. Among the bottom ones, and so the unigrams/hashtags
least associated with messages predicted to be political, I observe terms such as friends, person,
love, happy, bless, AI, DataScience, or Python.

Among the most distinctive unigrams/hashtags associated with tweets in English pre-
dicted to be in favor of the Iranian Government, I observe revenge, soleimani, zionist, the-
promisedsavior, #KhameniTheGreat, #US, and HardRevenge. Among the most distinctive
unigrams/hashtags associated with tweets predicted to be against the Iranian Government, I
observe court, workers, protesters, police, #IranProtests, #FreeNazanin, #SaveNavidAfkari,
and #StopExecutionsInIran.

And among the most distinctive unigrams/hashtags associated with tweets in English pre-
dicted to be hateful, I observe death, die, isarel, america, revenge, zionist, kill, #HardRevenge,
#Hard revenge, #Jihad, #Soleimani, and #TerroristTrump. Among the most distinctive un-
igrams/hashtags associated with non-hateful tweets, I see coronavirus, covid, media, news,
health, rights, #covid19, #coronavirus, and #BREAKING.

51



Figure F1: Political classifier: most distinctive unigrams.
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Figure F2: Political classifier: most distinctive hashtags.
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Figure F3: Pro Iran Government classifier: most distinctive unigrams.
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Figure F4: Pro Iran Government classifier: most distinctive hashtags.
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Figure F5: Hateful classifier: most distinctive unigrams.
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Figure F6: Hateful classifier: most distinctive hashtags.
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