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Abstract

Social scientists have long argued that images play a crucial role in politics. This role is
heightened by the bombardment of images that people experience today. Digitization
has both increased the presence of images in daily life and made it easier for scholars
to access and collect large quantities of pictures and videos. However, using images as
data for social science inference is an arduous task. Political scientists have therefore
often turned to other data sources and puzzles, leaving substantive theoretical questions
unanswered. Fortunately, recent innovations in computer vision can reduce the costs of
using images as data. The goals of this project are twofold. First, we build on existing
computer vision methods to present a set of automatic techniques that will aid political
scientists working with images. We highlight the potential of Convolutional Neural
Nets for automatic object recognition, face detection, and visual sentiment analysis.
Second, we apply these techniques to a novel dataset of Black Lives Matter Twitter
protest images, demonstrating the ability of computer vision methods to replicate gold
standard manual image labels.
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1 Introduction

Images play a crucial role in politics. They capture people’s attention, reduce information-

processing costs, improve information recall, and trigger strong emotional reactions (Graber

1996; Grabe and Bucy 2009). As a result, compared to other forms of communication such as

text, images have a larger impact on people’s political attitudes and behavior. For example,

newspapers images play a key agenda-setting and framing role (Gitlin 1980; Corrigall-Brown

and Wilkes 2012; Brantner, Lobinger, and Irmgard 2011), images of political candidates

affect people’s perceptions and votes (Rosenberg et al. 1986; Todorov et al. 2005), and images

related to contentious actions contribute to the diffusion of social movements and protests

(Raiford 2007; Kharroub and Bas 2015; Casas and Webb Williams 2017). The historian

Arthur Schlesinger argues that “photographs of Bull Connor’s police dogs lunging at the

marchers in Birmingham did as much as anything to transform the national mood and make

legislation not just necessary but possible"1 (Figure 1a). Reporters and White House officials

also say that Trump was moved to strike Syria by ‘disturbing’ images of young children killed

by poison gas2 (Figure 1b). Staff members describe the president as a ‘visual learner’ and

“ask for his intelligence briefings to include graphics and pictures in lieu of large blocks of

texts.” 3

Prior analysis of images in the political arena tend to rely on experimental research

designs, which allow for clear causal inference. But real life political images often combine

multiple theoretical treatments, making observational studies a must if we wish to understand

how images impact individuals. In short, observational studies with high external validity are

needed to complement experimental and small-n work with high internal validity. However,

although people today are bombarded with more images than ever before in human history,

systematic large-n studies of images in political life are rare (see for some preliminary studies
1http://100photos.time.com/photos/charles-moore-birmingham-alabama
2http://abcnews.go.com/International/trump-moved-strike-syria-disturbing-images-white-house/

story?id=46660978&cid=clicksource_4380645_9_big_feature_bf_hed
3http://www.dailymail.co.uk/news/article-4392250/Ghastly-mages-Syrian-attack-led-Trump-face.

html
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(a) Police dogs attacking an African Amer-
ican protesting citizen in Birmingham, Al-
abama, 1963.

(b) Father holding his dead twins in Syria
after a poison attack, 2017.

Figure 1: Two pictures credited with affecting political behavior.

Kharroub and Bas 2015; Anastasopoulos et al. 2016; Casas and Webb Williams 2017). This is

in part due to the large costs associated with manually labeling even small datasets of images

for political science inference. We present a set of supervised computer vision methods to

efficiently and automatically label large datasets of images. We use a novel dataset of social

media images related to a Black Lives Matter protest to illustrate how computer vision

techniques can be used to study what is in an image, who is in an image, and what emotions

an image evokes.

Our paper provides an introduction to cutting edge computer vision research, with an

emphasis on supervised deep-learning classifiers using Convolutional Neural Networks.4 Ac-

cessing these tools requires some start-up effort, but as we demonstrate, the potential payoff

is quite high: accurate results can be achieved even when using only a few labeled cases.

Following conventions in machine learning research, we test the accuracy of our visual clas-

sifiers using computational “experiments.” We provide an algorithm with a sample of images

for which we already have human-generated, manual, gold standard labels. Prior to labeling,
4Computer vision is the broad branch of computer science that deals with images. Automatic image

processing is a growing portion of the field.
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pre-processing steps include standardizing image size and removing duplicate images from

the sample. The generated labels and corresponding images are then partitioned into a train

and test set. The algorithm learns from the training set which image features are associated

with a particular label (or classification). The trained algorithm then provides a predicted

label for the held-out test set images. Comparing the predicted labels for the test set to their

known, gold standard labels allows us to evaluate the accuracy of the algorithm. Once an

algorithm is satisfactorily validated by predicting held-out labeled images, researchers can

use the trained algorithm to automatically label any remaining, unlabeled images.5

To demonstrate the potential for CNNs in political science research, we first highlight a

few areas of study where labeling and understanding images is of particular importance. We

then describe CNNs, with a focus on three particular applications: object recognition, face

recognition, and visual sentiment analysis. Finally, we test the methods on observational

data from a Black Lives Matter protest, conducting three separate experiments, one for each

computer vision task. Our goal is to see to what extent we are able to replicate our manual

image labels using automatic, techniques.

2 Images in Political Science Research

Why might social scientists wish to work with images as data? And why might they want to

work with large quantities of images, such that manually labeling images becomes infeasible?

The study of images is not a new phenomenon in social science research. Scholars in subfields

of communications, geography, sociology, history, economics and political science are well

aware of the power of images in shaping and reflecting the human experience. In particular,

a substantive literature shows how visuals do a better job than written and spoken content

in capturing people’s attention, facilitating information-processing, improving information

recall, and evoking emotions. Political science research shows the particular political effects
5The train-test strategy is a common approach and will be familiar to those used to working with text as

data and other machine learning subfields, see for example Benoit et al. (2016).
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of these characteristics. Some studies use images as outcome variables (whether their aim is

descriptive, predictive, or causal) and others use images as explanatory variables (examining

how visual inputs relate to some attitudinal or behavioral outcome of interest).

What is new, however, is the digitization of images, the mass adoption of smart phones,

and the omnipresence of the Internet, which combine forces to provide vast corpora of images

for research. Existing literature on visual effects is mostly based on experimental and small-

n studies. Although these offer incredibly valuable findings, their generalizability is often

unclear: findings from small-n studies may not apply in other cases and contexts, and find-

ings from experimental research may not apply in cases where single images contain multiple

theoretical treatments. This brings us to argue that large-n visual studies are a must. Accord-

ingly, our focus here is less on clean uses of single images as data (e.g. showing an image as

an experimental treatment or using a historical map to demonstrate migration patterns) and

more on the messy masses of observational digital images. These masses, if properly treated

using computer vision methods, open up new avenues for broad social science research.

2.1 Why Images Matter

When exposed to political information containing both images and text, people tend to pay

more attention to the images. As an example, Dahmen (2012) uses eye-tracking technology

to study “Photographic Framing in the Stem Cell Debate.” Experiment participants are

exposed to a print news article with an embedded image that changes depending on the

treatment. A key finding is that, independently of the treatment group, the images tend to

be the first element that participants pay attention to. They first look at the picture for few

seconds before moving to the text. The average first fixation time (the time it takes for a

participant to look at the image when exposed to the news article) ranges between .25 and

1.15 seconds.

Visual information moreover is easier to recall than text. This is commonly known in psy-

chology and cognitive research as the picture-superiority effect (Paivio, Rogers, and Smythe
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1968; Nelson, Reed, and Walling 1976). As an example, Paivio, Rogers, and Smythe (1968)

expose experiment subjects to a battery of familiar objects (one object at a time every two

seconds e.g.) and ask them afterwards to list the objects in order. A group of participants is

exposed to the objects' name while the others are exposed to pictures of the objects. Recall

is higher for the group exposed to images.

Authors argue that this visual dominance happens because it is easier for people to

process images than text. Grabe and Bucy (2009) explain that images are processed in a

highly developed and specialized part of the brain, thevisual cortex, whereas no specialized

part exists for processing text, making it a much harder task. Messaris and Abraham (2001)

also point out that images have an `analogical quality.' They resemble the real world and it

is easier for people to index and access information learned from visuals.

Finally, compared to other forms of communication, images trigger stronger emotional

reactions to people. As an example, Iyer and Oldmeadow (2006) conduct an experiment

studying emotional reactions to news stories and their e�ects on political attitudes. The

authors expose some subject participants from the United Kingdom to a news article about

the kidnapping of a British citizen, Kenneth Bigley. Three treatment groups see the article's

text plus an embedded image (images evoking fear, sympathy, and anger) and a control group

only sees the text. The authors show that the treatment groups have stronger emotional

reactions to the news story than the control.

In sum, from this literature it becomes clear that images have particular qualities that

make them di�erent than other communication forms such as text. What are the political

e�ects of these particular qualities? In the next two sections we discuss visual political

e�ects by distinguishing between lines of political inquiry interested in images as outcome

variables and political research interested in the explanatory power of images. The discussion

highlights prior experimental and small-n work while suggesting how big data image research

using observational data could supplement these studies.
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2.2 Images as Dependent Variable

Large-n observational studies of images as outcome variable are of particular relevance to

scholars studying the issues and issue attributes that draw the attention of citizens, political

groups, and elites. An extensive agenda-setting and framing literature conducts observa-

tional studies with the text of news articles to build outcome variables measuring issues and

frames (McCombs and Shaw 1972; Entman 1991; Durham 1998; Baumgartner, De Boef, and

Boydstun 2008). However, given that people have a tendency to pay more attention, recall,

and process images than text, observational agenda-setting and framing studies should incor-

porate image features as part of their outcome variables. Some initial small-n studies exist

studying the visual content of news articles and broadcasts. Corrigall-Brown and Wilkes

(2012) study newspaper images of a collective action in Canada to conclude that, whereas

textual content con�rmed the �protest paradigm,�6 protesters were equally likely to be present

in the images and only some government authorities received high visual media coverage. In

another study, Rohlinger and Klein (2012) look at how di�erent news sources cover several

abortion-related protests to �nd that visual content is very similar across outlets and events.

De Vreese, Peter, and Semetko (2001) study for ten days how TV news from di�erent Euro-

pean countries framed the adoption of the Euro to �nd that in most countries it was framed

as an economic issue, although some interesting cross-country variation existed. Computer

vision techniques would allow scholars to expand their sample size of images. Instead of

studying a period of ten days, the study could be extend to ten months. News coverage

analyses could expand their samples from single protests to a range of di�erent protests,

with computers automatically labeling images on the protests from a variety of sources over

a long time period.

Scholars could also use images as a source of information in building factual dependent

variables (separate from framing variables). Images can help us estimate the size of an

inauguration crowd, for example. Pictures from a variety of angles and times of day could be

6The marginalization of protesters and special salience of government authorities in media coverage of
protests.
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automatically compiled and analyzed to produce an aggregate person count. And scholars of

economic development increasingly use nighttime satellite images to proxy for development,

where brighter footprint indicates a better-o� town or village (newer analyses of luminosity

data use CNNs, see Jean et al. 2016.)

2.3 Images as Independent Variable: Attitude and Behavior

As above, a basic research treatment of images as an independent variable might ask about

the descriptive, predictive, or causal e�ect that the presence of an image could have on

an outcome of interest. A more complex research question would ask which features of

images have particularly strong e�ects. Following a traditional divide in political science,

one might ask how the type and content of images are associated with variation in attitudes

and behaviors.

Experimental and small-n studies show the potential of images for shaping political at-

titudes. In the Iyer and Oldmeadow (2006) experiment, the authors �nd that news stories

about Kenneth Bigley's kidnapping that had an embedded image not only triggered stronger

emotional reactions, but they also had a signi�cant e�ect on people's opinion about whether

the UK government should negotiate with terrorists. Other research �nds for example that

pictures of political candidates a�ect people's evaluations. Todorov et al. (2005) show ex-

periment participants headshots of pairs of candidates running for a United States House or

Senate seat between 2000 and 2004, and then ask them to evaluate each candidate's compe-

tence. Only based on appearance, participants tend to systematically evaluate one candidate

as being more competent than the other.7 In another experiment Wright and Citirn (2011)

�nd that participants exposed to an image of immigrants holding the American �ag hold

more positive attitudes towards immigration than subjects exposed to the same image show-

ing the Mexican �ag. Automatic image labeling techniques would open a wider range of cases

for analyses of these e�ects. For example, the Wright and Citirn (2011) piece could have ex-

7Experiment participants only evaluated candidates they did not recognize and knew nothing aboutex
ante.
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amined how many actual images from a given protest contained American �ags by scraping

large quantities of social media data. The Iyer and Oldmeadow (2006) experiment could have

been supplemented by a massive automated analysis of newspaper images to determine how

often images did in fact accompany relevant articles.

Research also shows the potential of images for shaping political behavior (Rosenberg

et al. 1986). In the Todorov et al. (2005) experiment, 70% of the candidates evaluated as

the most competent by only looking at their image were the actual winners of that House

or Senate seat. Moreover, the visual evaluations were not only strongly correlated with the

winners but also with the margin of victory. In a recent study that we discuss in more detail

in a following section, we �nd that social media images related to a Black Lives Matter

(BLM) protest and to the overall BLM movement explain in part variation in both attention

to and di�usion of the movement online.

Most of the existing literature is based on experimental and small-n designs. Manually

labeling images is costly, making the potential to automatically label images appealing. Re-

cent computer science developments in deep learning now make this feasible (LeCun, Bengio,

and G. Hinton 2015). In the following section, we introduce the �eld of computer vision and

Convolutional Neural Nets.

3 Computer Vision for Social Scientists

The �eld of computer vision has grown by leaps and bounds in the last decade. Some

common goals in computer vision research include object detection/recognition, face detec-

tion/recognition, and visual sentiment analysis. While there are certainly other branches of

computer vision that may be of interest to social scientists, we have found these three tasks

to be particularly relevant. Recent advances in deep learning have contributed to radically

improve accuracy in each of these three sub�elds. Today most computer vision research is

based on convolutional neural networks (shortened to CNNs or ConvNets), a type of neural
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network perfectly designed to use images as inputs. In the rest of this section we go over

the basics of deep learning and CNNs, and highlight the most relevant research on object

recognition, face recognition, and visual sentiment analysis.8

3.1 Deep Learning and Convolutional Neutral Networks:

The Basics

Deep learning algorithms use non-linear models to transform raw input (e.g. any data matrix,

known as theinput layer) into abstract representations (hidden layers) in order to learn from

new features and better predict outcomes. Imagine a 1000x2 matrixX with information

about the height and gender (columns) of 1000 people (rows). Imagine another 1000x1 matrix

Y with information about how fast these 1000 people run a half-marathon. In conventional

machine learning we could try to predict their �nish time given their height and gender using

for example a simple linear model (Y = X� ) and �nding a 2x1 coe�cient matrix � that

minimizes predictive squared error (Ordinary Least Squares regression).9 However, if our

interest is prediction, and not to study the speci�c associations (� s) between height and

gender on the outcome, we could also use a neutral network to improve predictive accuracy.

First we would transform the raw dataX into an intermediate abstract representationX 2

by applying the dot product betweenX and a 2x20 (e.g.) parameter matrixW1, and then

we would apply the dot product between the resultingX 2 and a 20x1 matrixW2 to create a

vector of predictionsŶ of the same size (1000x1) as the outcomeY. We would then �nd W1

and W2 that minimize predictive error (loss), and take advantage of the new 1000x20 abstract

intermediate feature matrix X 2 to learn more about the input and perform more accurate

predictions. We would also add a non-linear transformation ofX 2 in order to improve �t, for a

�nal model that could look as follows: Y = max(0; XW 1)W2, whereX 2 = max(0; XW 1) and

8Resources to learn more about CNNs are increasingly available online. The authors par-
ticularly recommend the posted materials accompanying Stanford University's CS231n course at
http://cs231n.stanford.edu/.

9For simplicity this omits that the X matrix should include a columns of 1s and the� matrix an extra
�rst parameter in the �rst row in order to account for the bias or intercept parameter.
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max(0; X 2) is a non-linearity often used in deep learning. The parameter matricesW1 and W2

(known asweights) are usually learned via Stochastic Gradient Descent (SGD) and chain rule

is used to derive the gradient. This means that we run the model multiple times (iterations),

updating the weight parameters (forward propagation) and calculating the gradient (backward

propagation) each time, until the model loss reaches a point of convergence.

A neural net has as many layers as the number of intermediate representations plus

the output layer. The previous example is a two-layer network because it only has one

intermediate representation (X 2) plus the model predictions (̂Y). The previous is also an

example of a network withfully-connectedlayers because we apply the dot product between

all units of a given layer (e.g. each data row in theinput layer: f x1; x2; :::; x1000g) and each

unit of the following layer (e.g. each parameter in the parameter matrixW1: f w1; w2; :::; g).10

A convolutional neural network (CNN) is simply a type of neutral net with two main par-

ticularities. First, the inputs have 3 dimensions. In the previous example, the input had only

two: the number of rows (1000) and columns (2) of the dataset. However, computer vision

researchers parse images into pixels and then represent each pixel as a triplet of red, green,

and blue (RGB) intensities (depth). This means that each imagex has three dimensions:

pixel width, pixel height, and three color channels (e.g. 224x224x3), wherex1;1;1 contains for

example information about the red intensity of the pixel in the top left corner of the image

and x1;1;2 contains information about the green intensity of the same pixel. Each pixel in-

tensity representationx i;j;z is usually a standardized integer ranging from 0 to 255. Figure 2

provides an illustration of how a one-dimensional image is translated into a three-dimensional

RGB input.

10See LeCun et al. (2015) and Schmidhuber (2015) for a more extensive overview of deep learning.
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